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when dogs bark
a dog today a cat tomorrow
have you walked the dog
there was a dog in the park
a dog is a man's best friend
a sad old dog was sleeping
have you walked the dog

v

weighting
bark 1843 bark 2.4
friend 2540 friend 0.3
walk 4366 f(w,c)N walk 0.6
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SVD, NMF, SkipGram, Glove... Dimentionality reduction



Compositionality

* Programmatic
article:

M. Baroni, R. Bernardi and R.
Zamparelli. 2014. Frege in
space: A program for
compositional distributional
semantics. Linguistic Issues in
Language Technologies 9(6): 5-
110.

gingerbread gnomes

“gingerbread gnomes dance under the red moon”
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“gingerbread gnomes”™ “dance under the red moon”
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e« SOME: function, takes 2 sets A and B

* Returns True If A and B share an element
e Returns False otherwise

» Some donkey flies

flies




Composition models

, et

planet | night | full | blood | shine
moon 10 22 | 43 3 29

red moon 12 21 | 40 20 28
the red moon shines 11 23 | 21 15 45



Possible applications

"cookie dwarfs hop
under the crimson planet" "gingerbread gnomes
dance under
the red moon"

"red gnomes love
gingerbread cookies"

"students eat
cup noodles”




Possible applications

the cucumber is rotten

the cucumber is old

the cucumber is ancient




Possible applications

ripe tomato tomato

parliamentary

tomato parliamentary

tomato

d1 2 d3 d4 d5  d6

ripe tomato -
parliamentary tomato -




Semantic composition: how?

planet | night | space
red 153 | 3.7 2.2

moon 243 | 15.2| 20.1
red+moon 39.6 | 189 | 223
redomoon 371.8 | 56.2 | 44.2
red(moon) 246 | 19.3| 124




Weighted addition

reasonable

practical

difficulty

practical + difficulty

0.4 xpractical + 0.6 xdifficulty




shine

| exical function

301

eclipse 250

blood

93

red

» red(moon)=

shine

11

eclipse 245

blood

90




Addition vs. lexical function

olddog) A~




* “Adjectives are matrices” (Baroni and
Zamparelli 2012)

< = A7



In practice: collect phrase vectors
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shine | blood | Soviet
moon 301 93 1
red moon 11 90 0
army 2 454 20
red army 0 22 18



..and estimate the matrix for the
adjective

» Input:
» N: matrix of noun vectors

» C: matrix of ad -noun observed phrase vectors

¢! redmoon N moo
2 7

red.arm n?  army
% y

c®  red.car n®  caf
» Estimate:

» Matrix of function word (Ayed)



Ryzhova, Kyuseva and Paperno. Typology of Adjectives Benchmark for
Compositional Distributional Models. Proceedings of Language Resources
and Evaluation, 2016



Semantic Maps
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Figure 1
Haspelmath's (1997) semantic map of indefinite pronouns




Lexical Semantic Variation

r‘ —— ]
sharp cutting edge ‘Y‘ sharp piercing point [ /| sharp form
‘ __arrow,__ spear

— kﬂff&,_ saw A ' ‘ __ hose

French: tranchant
French: pointu

English: sharp



» 1: lexical item covers a given usage
* 0: lexical item does not cover a given usage
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wi = 1 iff wis covered by the lexeme /i of some
language in the database.



Typological closeness of two word usages w,
W’ IS a measure of how likely an arbitrary
lexical item of an arbitrary human language
that covers one of them is to cover both.

Typological closeness can be quantified as
the cosine of typological vectors of word

usages.
A B

sim(A, B) = cos(0) = m
5



Simplified example

arrow,sharp_saw)=2/(3*

row,sharp _spear)=3/




 How well is typological closeness correlated
with closeness in a DSM?

‘ knife’ &  saw’ =1
[

ostryj nozh ostraja pila

‘sharp knife’ ‘sharp saw’  ~ 0.99



* What is the vector for sharp knife?

SHARP

KNIFE

Additive

SHARP

+
KNIFE

SHARP KNIFE
| _ Practical
Weighted  Lexical Lexical
Additive Function Function
SHARP
SHARP
) +

KNIFE
SHARP  KNIFE

SHARP  KNIFE



semantic field ‘sharp’,

direct and figurative meanings

(9019 pairs of rows)

only direct meanings (528 pairs)
‘smooth’,

direct and figurative meanings (1992 pairs)
only direct meanings (561 pairs)



Results

o [vector, [ compostion mode smoothdirect

noun only

noun only

noun only

none

Additive
Multiplicative
Dilation

Dilation w/ Training
LexFunc
LexFunc, Ridge
PrLexFunc
PrLexFunc, Ridge
WeightedAdd
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Dilation w/ Training
WeightedAdd
Dilation
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Sharp knife, sharp sword, sharp
saw

Sharp needle, sharp arrow, sharp
nail

Sharp nose, sharp mountain,
sharp elbow

Sharp line, sharp photo, sharp
contrast

Sharp mind, sharp gaze, sharp
girl



1) Defining the lexemes that constitute the semantic field
under investigation (with the help of translation dictionaries);

2)  Collecting a list of contexts in which the target words occur
(based on the data of the lemmatized RNC main subcorpus);

3) Creating a semantic vector space (with Distributional
Semantic Models technigques);

4)  Clustering the resulting space (with the hierarchical

clustering algorithm); Q :

5) Extracting three core elements from every cluster.



Example 1:

prjamoj_stolb ‘straight pole’
prjamoj_dorozhka ‘straight path’
prjamoj_alleja ‘straight avenue’

Example 2:

prjamoj_potomok ‘direct descendant’
prjamoj_predshestvennik ‘direct predecessor’

prjamoj_nasledije ‘direct heritage’



‘straight’: fragment of the dataset marked up by
experts

prjamoj rjad ‘straight row’ 1

prjamaja linija ‘straight line’ 1

prjamoj udar ‘straight/direct blow’ 1|4

prjamoj dostup ‘direct access’ 6

prjamoj razgovor ‘direct/frank conversation’ 6|7

prjamaja ugroza ‘direct threat’ 7



F=2PR/ (P+R)
Recall, R: how many typological nodes are presented

Precision, P: (=purity), whether every cluster is homogenous or not

Best results: 0.903 for ‘sharp’, .884 for ‘straight’



Typological case: Conclusions

ological semantic spe

pological and distributic




* Would you like to do computations with
distributional vector spaces?

* |f you already use software packages for
dealing with vector data (e.g. R, Matlab, numpy
or Tensorflow), you are all set

» Otherwise you may try Dissect
http://clic.cimec.unitn.it/composes/toolkit/
* Prerequisites: Linux system with Python 2.7


http://clic.cimec.unitn.it/composes/toolkit/

» Ready scripts for many basic operations

» Create vectors from cooccurrence data
 Compute and evaluate similarity scores
* FInd nearest neighbors in a vector space
* Train and apply composition models



* And let's stay In touch
denis.paperno@gmail.com

* Thanks to Daria Ryzhova for the help with
reading assignments


mailto:denis.paperno@gmail.com

	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34

